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ABSTRACT 
Many skills depend on recognition of specific features within raw 
streams of sensory input. In humans, feature detection (1) requires 
ordered cortical processing of sensory input and (2) improves with 
repetition. For most individuals, practice is the sole barrier to 
acquiring a stimulus-discrimination skill. However, individuals with 
disordered sensory processing often struggle to deeply cognize 
features when first encountering them, thereby impairing the 
development of robust mental schemata and limiting the benefit of 
additional practice. Such processing deficiencies, including those 
that do not meet clinical thresholds, constitute a disparity in the 
learning outcomes of students and/or trainees whose educational 
program involves developing feature recognition skills. Likening the 
predicament of such students to problems of machine learning 
provides a feasible approach to closing this disparity and a potential 
improvement to educational technologies in general. This paper 
presents the design of a wearable system that addresses a specific 
learning example (nursing and medical students learning to 
auscultate heart, lung, and bowel sounds) and proposes a general 
framework for the design of such systems across various 
recognition-dependent skills and their associated sensory channel. 

CCS CONCEPTS 
• Human-centered computing → Human-computer interaction 
• Applied computing → Education → Computer-assisted 
instruction • Computer systems organization → Real-time 
systems → Real-time system architecture 
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1 INTRODUCTION 

Humans can recognize a previously encountered stimulus 
with remarkable accuracy. This ability is made possible by 
repeated perception, encoding, and processing of the 
stimulus. For instance, guitarist Jack White is known for his 
ability to correctly identify any song by The Beatles after 
hearing only the first second[1]. White can do this because 
his brain is excellent at processing audio (encoding and 
processing) and because he has heard each Beatles song 

many times (repeated perception). Many human skills, 
occupational or otherwise, involve developing similar 
stimulus-discrimination abilities. This poses a challenge to 
individuals with substandard processing abilities, especially 
those exceeding clinical thresholds of disordered sensory 
processing (see section 1.1). Beyond the learning-outcome 
disparities to which these individuals are vulnerable, there 
exist problems of processing and stimulus-discrimination 
that are general to occupations, including the low accuracies 
of medical students (~20%) and attending physicians (~40%) 
in recognizing heart murmurs—crucial indicators of cardiac 
health—heard through a stethoscope[2]. 

Wearable technologies can modify sensory input (e.g., 
amplifying sounds), and thus offer potential solutions to 
problems of sensory processing and stimulus-discrimination 
learning. Lessons learned from clinical studies of impaired 
sensory processing can be generalized to these technologies. 
The following subsections (1.1-1.4) address problems of 
disordered and/or deficient sensory processing and explicate 
the learning process behind stimulus-discrimination skills. 
Later sections detail real-world examples of occupational 
stimulus-discrimination skills (2), outline solutions to 
comparable problems of stimulus-discrimination found in 
machine learning (3) and present the design of a wearable 
smart stethoscope that addresses a real-world occupational 
skill-learning problem by applying insights from machine 
learning to an educational technology (4). Finally, sections 5 
and 6 discuss how these insights can be generalized to the 
design of wearable systems that address a broader range of 
stimulus-discrimination learning problems. 
 
1.1 Disordered Sensory Processing 
Problems of sensory processing are distinct from problems of 
sensation. Problems of sensation include those resulting from 
dysfunction of a sensory organ, such as blindness, which 
results from dysfunctions of the eye and/or optic nerve[3]. 
Problems of sensory processing, however, include those 
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resulting from neural and/or cognitive abnormalities that 
arise during stimulus processing; that is, only after the 
information has been successfully acquired through 
sensation. Abnormal sensory processing is conceptualized by 
the umbrella term Sensory Processing Disorder (SPD)[4], 
referring to a multitude of processing problems including 
those of modulation[5] (i.e., sensitivity to stimuli) and motor 
control[6] (e.g., speech production); as well as those of 
integration and discrimination[5, 7] (e.g., the inability of 
children with autism spectrum disorder [ASD] or attention 
deficit disorder [ADD] to mentally assemble the noises they 
hear into meaningful sounds, such as by inferring the sound 
of a door being opened from the noises made by the turning 
of a handle and the creaking of hinges). Whether SPD 
describes an independent disorder, as opposed to an amalgam 
of symptoms comorbid to established psychological disorders 
(namely ADD and ASD) remains under debate[8-10]. While 
this uncertainty precludes the development of clinical 
therapies and diagnostic standards, the contemporary 
understanding of sensory processing permits narrower 
assistive approaches. 

In other words, while we can only speculate about the 
causal mechanisms and treatment of SPD; solutions to 
specific skill-learning problems that result from SPD-type 
symptomologies are within reach (one such solution is 
presented in section 4). Prevalence of the symptomology 
associated with impaired sensory processing is estimated at 
5-16% of the US general population[9], indicating a sizable 
group that would benefit from such solutions. Further, there 
necessarily exists a contingent of individuals with less-
pronounced sensory processing deficits that, by virtue of 
their minimal impact on everyday life, do not merit clinical 
interest, yet remain quietly detrimental to discrimination-
learning outcomes relative to those of the average individual. 
Assuming some semblance of a spectrum to exist between 
the lowest and highest processing capabilities, such solutions 
should, in principle, benefit a population even larger than the 
population under discussion in the SPD debate. 
 
1.2 Learning to Discriminate Between Stimuli 
The process of learning to recognize and discriminate 
between stimuli A and B (see Figure 1.) can be expressed in 
two stages: (1) construction of independent cognitive 
schematics for both A and B ('independent' insofar as they 
are somehow distinct from each other, as well as from other 
stimuli in general) and (2) refinement of these schematics 
through additional exposure to stimuli A and B. The present 

research focuses on the first stage (construction of 
schematics), as this is likely where unequal sensory 
processing capabilities belie the greatest disparity of learning 
outcomes. 
 
1.3 Feature Learning 
Feature learning is a machine learning concept with basis in 
cognitive neuropsychology[11]. 

Electroencephalogram (EEG) studies of stimulus-
discrimination learning tasks demonstrate the brain's 
reliance on feature-learning to form robust concept 
representations. Event-related potential (ERP) amplitudes to 
"relevant attributes"; i.e., features useful to classification of a 
given stimulus as A, B, or neither; remain substantially larger 
than ERP amplitudes to "irrelevant attributes"; i.e., features 
not useful to classification of the stimulus; across repeated 
learning tasks[12].  

In other words, as feature relevance is learned, attention 
is increasingly allocated towards features that permit the 
most confident classifications of the stimuli. In addition to 
being ascribed relevance (i.e., "does this stimulus indicate 
something?"), these features are associated with the specific 
stimulus of which they are indicative (i.e., "what does this 
stimulus indicate?"). The learning procedure is illustrated in 
Figure 1, and the execution of the learned stimulus-
discrimination task is illustrated in Figure 2. 

 

 
Figure 1. Stimulus-discrimination learning. Features are 
represented as objects that vary in shape and color. With 
repetition, the learner's mental model begins to 'see through' 
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inter-trial variabilities and isolate key distinguishing features 
of stimuli A and B, as shown in Learning Round X. 
 

 
Figure 2. After learning (see Fig. 1), the subject can identify 
unlabeled stimuli by (1) observing a key feature, (2) cross-
referencing said feature against task-relevant mental models, 
and (3) reporting the class to which the stimulus belongs. 
 
1.4 Stimulus Interactions 
Figure 1. also illustrates factors that determine the intrinsic 
difficulty of constructing a feature-based cognitive schematic 
of a stimulus. Stimulus similarity (determined by the number 
and salience of key distinguishing features) and noise 
(features in the center of the Venn Diagram in 'Learning 
Round X' [see Fig. 1]) are both positively associated with 
learning difficulty[13]. The differentiation of a stimulus, 
from both noise and other stimuli, is critical to the formation 
of a stimulus-discrimination skill[11]; and is precisely the 
process that many individuals with sensory-processing 
problems struggle with[10]. 

2 AUSCULTATION 

For a specific example of a stimulus-discrimination skill, 
consider auscultation—the use of a stethoscope to inspect the 
heart, lung, or bowels by listening to the sounds they 
produce. For instance, cardiac auscultation involves listening 
to heartbeats and identifying sonic features of abnormalities, 
such as heart murmurs, which are often indicative of cardiac 
pathologies[2]. Though often cast as a trivial element of 
medical education, auscultation is very difficult to learn, as 
evidenced by multiple studies reporting low accuracy (~20%) 
of medical students in recognizing heart murmurs[2]. 
Additional studies show that attending physicians correctly 
identify less than 40% of auscultated sounds[2]. It can be 
reasonably assumed that increasing these accuracies would 
improve care and care outcomes just as increasing the 
accuracy of any biomedical monitoring instrument would. 

In terms of stimulus-discrimination, auscultation involves 
the detection of sonic features that indicate either normal 
organ function or one of multiple abnormalities that are 
known to occur in the organ. For instance, aortic valve 

regurgitation (a type of heart murmur) produces a sound that 
decreases in volume (decrescendo) and lasts throughout 
diastole (the relaxing of the heart following its contraction 
during systole)[14]. Sonic characteristics of this and other 
heart murmurs are visualized in figure 3. 
 

 
Figure 3. Phonocardiograms (visualized audio of heart 
sounds) including both normal sinus rhythm (A) and several 
diastolic murmurs (B-F).  
 

Auscultated sounds have three perceptible qualities: time 
(the temporal position of the sound in the cardiac cycle), pitch 
(the location of the sound on the audio-frequency spectrum), 
and intensity (the volume of the sound throughout its course). 
To recognize a particular sound, a subject must correctly 
perceive all three qualities and must be able to relate this 
perception to a pre-existing knowledge of heart sounds that 
includes both procedural (unconscious) knowledge of the 
sound in question and declarative (conscious) knowledge of 
the sound's associated murmur. Correctly perceiving the 
sounds requires differentiating them from the sounds of other 
organs, sounds created by movements and/or perturbations 
of the stethoscope's diaphragm, and ambient sounds of the 
surrounding environment. Thus, accurate auscultation 
requires both intact hearing and sufficient processing ability 
of the auditory cortex. Of course, there are additional factors 
relevant to the interpretation of an auscultated sound, such 
as the body-location the sound was collected from[14]. 
However, these factors constitute declarative knowledge, and 
as such are beyond the purview of learned stimulus-
discrimination, a type of procedural knowledge. 

3 CURRICULUM LEARNING 

Machine learning (ML) generally involves training 
computational neural networks to perform stimulus-
discrimination tasks by repeatedly showing them labeled 
examples of the target and non-target stimuli[11]. Recent 
work has shown performance improvements in the training 
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process through a method termed "Curriculum learning". 
Curriculum-learned models are trained on a set of examples 
that are ordered by difficulty, i.e., models are first shown 
target and non-target stimuli that are 'easier' to tell apart, 
typically by virtue of the stimuli being very dissimilar (recall 
that decreasing stimulus similarity decreases the difficulty of 
discrimination learning)[15]. Once discrimination between 
'easy' stimuli is mastered, the model is shown target and non-
target stimuli that gradually increase in the difficulty of their 
classification, typically by virtue of being increasingly similar 
or decreasingly salient. 

Untrained ML models effectively resemble a brain with 
disordered sensory discrimination processes. Both 'perceive' 
inputs perfectly fine, but neither quite know what they are 
perceiving. In the case of ML, the curriculum learning 
approach acknowledges that the principal challenges of 
discrimination learning are front-loaded; that is, within the 
initial process of developing a first-draft cognitive schematic 
of a stimulus that may later be refined and/or elaborated to 
increase recognition accuracy.  

Auscultation is typically taught in a way that resembles 
non-curriculum learning: students are taught about organ 
sounds in the classroom and then learn to recognize them by 
listening to unstructured sets of pre-recorded sounds[2]. 
Wearable technologies enable adaptation of the curriculum 
learning strategy to human learning by subtly modifying 
sensory inputs to create 'easier' discrimination tasks for 
initial learning trials. The following section details one such 
application. 

4 THE ADJUSTABLE FREQUENCY STETHOSCOPE 

To demonstrate how wearable sensor technology can address 
the problems of discrimination learning discussed above, we 
propose the Adjustable Frequency Stethoscope (AFS). 
 
4.1 Design 
The AFS is created by inserting a small electronic module 
between the tubing and headset of a standard stethoscope. 
Incoming sounds are converted to digital audio by a 
transducer, filtered, and outputted to the headset by a second 
transducer. The filtering process is governed by the position 
of the filter selection knob, which allows users to calibrate 
the device to the organ-appropriate setting (heart, lung, or 
bowel). A switch allows filtering to be enabled and disabled 
at will. 

 
Figure 4. The Adjustable Frequency Stethoscope (AFS) exploded. 
Auscultated sounds are selectively filtered by the processing unit 
before reaching the headset. 

 
The AFS is designed to decrease the perceived similarity 

of heart, lung, and bowel sounds, thereby easing their 
differentiation by the untrained ear (see section 1.4).  

For heart sounds, the AFS simply filters out all sounds 
outside of the range that heart sounds occupy (~20-
150hz)[16].  

The same approach is taken for bowel sounds, which span 
a larger range (150hz-5khz)[17] and are therefore noisier 
post-filtering. However, bowel sounds are not clinically 
assessed by their character, but rather by their presence and 
rate. Thus, the bar of adequate auditory processing is lowest 
for bowel sounds.  

Finally, for lung sounds, multiple settings are necessary, 
as breathing complications present in different frequency 
ranges than do normal vesicular lung sounds (vesicular = 60-
600hz, wheezing >= 1khz, stridor >= 2khz)[16]. The AFS can 
harness the frequency-dissimilarity of normal and 
pathological lung sounds into an enhanced learning 
experience that explicitly and obviously separates the two. 

 

 
Figure 5. Diagram of the approximate pockets of the audio 
frequency spectrum that each organ's sounds inhabit. If the AFS is 
set to listen for heart sounds, only the range of the frequency 
spectrum contained within the red semi-circle would be audible 
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through the device. The same is true for the other organ sounds 
shown on the diagram. 

 
Removing the irrelevant frequencies allows learners who 

would otherwise struggle to pick the target sound out of 
unfiltered audio to familiarize themselves with the sound in 
isolation, facilitating the development of a mental 
representation of the sound as they experience it (i.e., with 
respect to any perceptual and/or phenomenological variance 
between learners) before attempting to recognize the sound 
within the noisy raw audio feed of a standard analog 
stethoscope. Thus, teaching auscultation with the AFS 
subverts the barriers to learning that are presented by 
auditory processing deficits. In fact, since the AFS reduces 
both the time and effort necessary to learn auscultation, it 
may prove beneficial to the learning outcomes of all 
students—not just those with deficient or disordered auditory 
processing. 
 
4.2 Wearable Form Factor 
The AFS intentionally avoids altering the appearance of the 
standard stethoscope to preserve semiotic value, as the 
stethoscope is consistently shown to be a powerful symbolic 
trust-inducer in the healthcare environment[18]. 
Additionally, changes to the form factor could potentially 
introduce learning transference issues when AFS learners 
use standard stethoscopes[19]. Finally, minimal alteration 
was needed, as the stethoscope already constitutes a selective 
sensory input channel, and ergo an ideal housing for the AFS, 
a sensory modification device. 

5 WEARABLE SENSORY MODIFERS 

Wearable devices already exist—and in some cases are 
already popularized—in form factors that permit the 
modification of sensory input (e.g., glasses[20], 
earphones[21]). Afforded this precedent, we may begin to 
extend wearables into the space of assistive educational 
technologies that are beneficial to populations including 
and beyond those with symptom severities that exceed 
clinical thresholds. 
 
5.1 Auditory Modification 
The AFS leverages the form factor of the stethoscope, 
though auditory modification may also be achieved with 
headphones, hats, or hearing aids. More sophisticated 
techniques for processing audio are also potentially useful, 
including pitch and formant shifting, multiband 
compression, and Fast Fourier Transformation (FFT). 

Systems capable of providing sensory feedback to the user 
could prove useful in musical learning scenarios, among 
others. 
 
5.2 Visual Modification 
Sunglasses and eyeglasses are commonplace, and 
computerized glasses continue to become more advanced, 
offering the possibility of visual modulation systems. 
Filtering the visible light spectrum may prove useful, as 
could expanding it. A system combining eye-tracking and 
artificial blurring could effectively superimpose the gaze-
direction of one person onto the vision of another—a 
technique already being explored in computer displays for 
online learning environments[22]. 
 
5.3 Olfactory Modification 
Olfactory modification is possible with masks, though the 
public use of masks will likely decline as the prevalence of 
COVID-19 decreases. However, air quality and airborne 
germ concerns have created a global market for nose and/or 
mouth-fitted air filtration devices[23]; indicating that 
nasal-based wearable form factors may prove viable at 
scale. Smells could be mechanically filtered, chemically 
modified, or combined with additional smells pursuant to 
the learning objective. 
 
5.4 Gustatory Modification 
Gustatory modification is possible in theory, though 
modifications are likely best applied directly to the tasted 
object, rather than through a mechanical or chemical 
interaction with the taste buds and/or saliva. Should a use-
case for a wearable gustatory modifier become apparent, 
the system would be best applied in the form of a false tooth 
or retainer. 
 
5.5 Tactile Modification 
Finally, while the possibility of tactile modification is 
established, the theoretical connections between extant 
form factors (piezoelectric clothing, mechanical and/or 
robotic gloves) and learning tasks are more complex than 
with other senses. For example, it is conceivable that Braille 
learners may benefit from a glove that changes temperature 
in response to semantic features of felt sentences. However, 
temperature is a limited informational medium, and 
modification of pressure would likely require a system of 
immense complexity to yield any quantifiable educational 
benefit. 
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6 DISCUSSION 

Brain and computing sciences have long proved symbiotic. 
Just as neural and psychological principles inform the 
design of computational models, so too do results of 
experimental modeling inform the approach of brain 
research. The sophistication of contemporary computing 
and the pervasion of technologies into everyday life present 
an opportunity for this relationship to manifest in situ, such 
that wearable computing devices begin to 'fill in the gaps' 
of human cognition, providing support in areas where the 
brain is otherwise limited. 

While form factor elegance is advisable, the target 
application of sensory modification devices—improved 
learning of sensory processing skills—allows designers to err 
on the side of technical performance maximization, as high-
burden wearables are more permissible in educational 
scenarios than as lifestyle accessories. However, this is not to 
suggest that more computing is always better. When dealing 
with cognition, a light touch is often preferable. 
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